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Summary

Data replication is a well-known technique in cloud systems for enhancing availability

and performance. Various strategies and surveys have been proposed in this respect.

These surveys include comprehensive analysis and classifications. However, to the best

of the authors’ knowledge, there is no survey concentrating on strategies designed

for interconnected cloud systems. In this article, we provide an in-depth analysis of

existing data replication strategies in cloud systems, covering single and intercon-

nected clouds. We also highlight data correlation-aware strategies as well as their key

steps. Furthermore, we examine the major strategies’ features such as: (i) addressed

replication issues, (ii) orientation towards the provider and the consumer, (iii) consid-

eration of the service level agreement, (iv) consideration of cost and economic aspects,

and (v) evaluation tools. Finally, we provide a performance analysis through extensive

simulations of several replication strategies dedicated for single and interconnected

clouds.
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1 INTRODUCTION

As a rising computing paradigm, cloud systems enable tenants to acquire cloud services elastically and on-demand based on a pay-as-you-go pricing

model.1 The paradigm provides geographically distributed virtualized pool of computing resources that the cloud providers offer to their tenants.

This is performed according to the service level agreement (SLA) and the target service level objectives (SLOs). Although cloud resources are mar-

keted as being unlimited, a single cloud provider does not have the financial ability to deploy resources all over the world to accommodate its tenants’

geographic dispersion and quality of service (QoS) requirements.2 Therefore, both providers and tenants resort to the use of interconnected clouds

(inter-clouds), which integrate diverse resource options offered by multiple providers that collaborate. Researchers in the literature have proposed

many terminologies related to interconnected cloud systems. Inter clouds (or cross cloud) is the general case of cloud interconnection. This term

refers to a system in which the systems of several cloud providers inter-work relying on standard interfaces in order to ensure QoS.3 We note that

the existing terminologies related to interconnected clouds are overlapping. However, we present below the most prominent clouds’ connectivity

scenarios as indicated on Figure 1 based on the literature’s understanding:2,4-6

• Multi clouds is a system where tenants utilize the services of multiple independent cloud systems. The interconnection, in this case, is managed

by the tenants or a third party on behalf of tenants and is usually transparent to cloud providers.7

• Federated clouds is a system where a collaboration is made between multiple cloud providers to enable resource sharing while main-

taining QoS. Federated clouds are distinguished by their geographic dispersion and by the voluntary nature of their participant providers.
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F I G U R E 1 Cloud systems interconnection main scenarios based on Reference 5.

The providers operate and manage the system’s interconnection according to regulations that govern each cloud provider’s autonomy, privacy,

and protection.8

Because of the many advantages that the cloud offers, the number of applications dedicated for cloud systems is constantly growing. Their

benefits include lower hardware costs and administrative complexity, as well as enabling increased scalability, flexibility, and QoS. Examples of

such applications include big data applications, Internet of Things based applications, data-intensive applications, and computation-intensive

applications.9-11 The deployment of these applications on the cloud generates huge amounts of data that need to be managed efficiently.

Data replication is a well-known data management technique in large scale and distributed systems such as the cloud. It consists of storing

multiple data replicas with the aim of improving data availability, minimizing bandwidth usage, and providing fault-tolerance.12,13 Data replication

has been commonly adopted in traditional distributed systems such as database management systems (DBMS),14 parallel and distributed systems,15

mobile systems16 and other large-scale systems including P2P17 and data grid systems.18,19

Despite its benefits towards improving performance and QoS delivery, data replication results in increased energy consumption as well as addi-

tional financial expenditures for the provider.20 Therefore, it is not economically feasible to create as many replicas as possible in cloud systems.

Indeed, this might result in excessive resource usage and lower revenues for the provider.

Several data replication strategies in cloud systems have been proposed for single and interconnected cloud systems to solve the following main

issues: When to create or remove replicas? What data to replicate? Where to place replicas? How to adjust the replicas number? What is the cost of

replication?

By responding to these questions, the strategies aim to manage efficiently the large amount and the various types of stored data. The explosive

growth of the amount of data stored in the cloud offers an abundance of information such as data correlations. These correlations include two

main types:

• Semantic correlations are observed at the level of data attributes or features such as data identification, size, name, type, owner, user, application,

path, or entire data content and so forth. This type of correlation has been used to improve data retrieval system performance.21 In order to

assess such correlations, meta-data and domain knowledge must be maintained by a local expert in the system workload.22 Therefore, this type

of correlations is unsuitable for data lacking meta-data, such as that found in most distributed storage systems, such as the cloud.23

• Access correlations represent the tenants’ frequent and common accesses to data through applications, services and so forth. Data access is

determined by user behavior and program instructions, which are far from random.23 In this situation, the relationship between the data is defined

by shared accesses, access frequency, or access sequence, while taking into account various temporal and/or spatial constraints.24-26

The knowledge about these correlations might be crucial for enhancing system performance and the QoS.27-30 Indeed, several data replication

strategies have benefited from exploiting this knowledge about data correlations.29-40

To the best of the author’s knowledge, there is no survey concentrating on data replication strategies designed for interconnected cloud systems.

Therefore, in this article, we provide an analysis of existing strategies in cloud systems, covering single and interconnected clouds. Furthermore, the

survey provides an in-depth review of data correlations aware strategies. Since these strategies are not considered in-depth in surveys and review

studies, it is necessary to analyze them alongside with the used correlations extraction methods to enable researchers a better understanding and

development of strategies based on data correlations.

The main contributions of this survey are listed as follows:

• Reviewing and presenting the strengths and limitations of several existing surveys and review studies that addressed data replication strategies

in the cloud systems.
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• Classifying data replication strategies in cloud systems according to the cloud environment for which they are designed, namely single cloud and

interconnected clouds.

• Highlighting data correlation-based strategies as well as their key steps, allowing researchers to have a better understanding of the exploitation

of data correlations.

• Analyzing the major features of cloud based data replication strategies such as (i) their addressed issues, (ii) their evaluation tools, and (iii) their

adaptation to the criteria that are more specific to cloud environments such as: (a) the orientation towards the provider and the consumer,

(b) the consideration of the SLA, (c) the consideration of cost and economic aspects when replicating data. We also provide multiple tabular

representations to illustrate the strategies’ characteristics.

• Providing a performance analysis through extensive simulations of several existing strategies. This analysis is performed based on various

performance metrics and involves both single cloud and interconnected cloud strategies.

• Presenting future directions to guide researchers to further advance in the cloud data replication field.

The rest of this article is organized as follows: Section 2 covers the related work, which includes an analysis of various existing cloud based

reviews and a discussion of the literature’s classifications of data replication strategies. In Section 3, we present our proposed classification that

divides the strategies into those designed for single cloud and those for interconnected clouds. Furthermore, we introduce and analyze the key steps

of correlation-aware strategies. In Section 4, a discussion is provided to answer the most fundamental questions related to the data replication

strategies in cloud systems. Section 5 provides an experimental evaluation of single cloud and interconnected cloud strategies, including various

correlation-aware strategies. Challenges and future research directions are discussed in Section 6. Finally, we conclude the article and summarize

the main findings of our work in Section 7.

2 RELATED WORK

Cloud computing has attracted the attention of academics resulting in several review studies that focused on the different management aspects

adopted in cloud computing. For example, we can find those who concentrate on resource allocation and provisioning,41,42 load balancing,43 task

scheduling,44,45 pricing strategies,46 data placement and replication strategies28,47 as well as adaptive management of resources.48

In this section, we examine multiple existing review studies that are related to our work and we present the most common classifications of data

replication strategies.

2.1 Existing surveys

The manifesto presented in Reference 49 tackles the most prominent cloud computing challenges, including issues related to elasticity, scalability,

sustainability, security, resource and data management, as well as the economics of cloud computing and clouds interconnection. It also presents

the rising concepts related to cloud computing, such as fog and edge computing. It emphasizes the potential of relying on interconnected cloud

systems in order to enhance both the satisfaction of QoS requirements of the users’ applications and cost-saving. Hence, it promotes proposing

solutions designed for interconnected clouds. The manifesto places a strong emphasis on the increasing reliance on cloud computing in a variety of

fields, which in turn increases the need to provide effective cloud-based solutions. These solutions should take into account several requirements,

including the large amount of data for storage, the distributed and heterogeneous resources to be managed in a cost and energy-aware manner

while optimizing for multiple criteria, including QoS constraints and economic constraints.

The survey presented in Reference 50 confirms the fact that, in practice, data centers have never been able to provide infinite and unlim-

ited resources. Thus, there is a need to rely on the interconnected resources of different service providers in order to increase the elasticity and

capacity of cloud systems and fulfill the ever-increasing demand for cloud users. The survey discusses the primary obstacles facing interconnected

clouds, such as the disparities among the application programming interfaces (API) and the abstraction methods, the specialization of management

techniques adopted by each provider, and the issues related to interoperability, security, and privacy. The survey presents a comparison of the exist-

ing interconnected cloud systems, along with their advantages and limitations. Furthermore, it recommends the adoption of interconnected cloud

systems despite their challenges due to the economic and functional advantages they provide for both users and service providers.

The authors of Reference 28 provide a detailed overview of cloud data storage and placement methods. The study covers data life-cycle

management and data management in cloud systems. It outlines their non-functional requirements including performance, availability, elasticity,

scalability, and consistency. It also lists the main data models employed by the data management systems and presents a comparison of their techni-

cal characteristics, such as their architecture and support for data replication. The survey categorized data placement strategies as data dependency

(correlations), task and data scheduling, and graph based approaches. The survey recommends deploying applications on interconnected clouds
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(multiple clouds) as they provide a solution for cloud storage systems to meet their non-functional criteria. In addition, it stresses on the fact that

data placement and replication strategies should take into account both the users’ requirements (which may be included in the SLA) and the opti-

mization of data transfer volume, placement cost, and management cost. In this regard, the survey advocated that utilizing data knowledge could

result in effective data partitioning and management. This involves co-locating tasks and data with frequent access and leveraging data correlations.

Many research efforts have been made in the review of data replication in cloud systems. We then present a number of these reviews since our

work is related and complementary to these efforts.

In Reference 51, a comprehensive study is presented that classifies data replication strategies in cloud systems into static and dynamic ones.

This work classifies the strategies based on the nature of the strategies and assesses them from a global perspective. Furthermore, the review high-

lights several future directions of cloud based data replication. However, the review does neither include interconnected cloud based strategies nor

an experimental evaluation of the reviewed strategies.

Tabet et al.52 proposed several classification criteria focusing mainly on listing the most addressed objectives functions of data replication strate-

gies for cloud systems. Furthermore, it affirms that strategies should simultaneously consider multiple objectives such as enhancing availability,

optimizing performance, balancing load, and achieving cost-saving. Although discussing several classification criteria, the review does not analyze

specific criteria to the cloud systems, such as the satisfaction of SLA requirements and the consideration of the cloud’s economic aspect.

The review presented in Reference 53 provides a comparison of multiple data replication strategies, including the ones aiming to minimize

total energy consumption and the ones aiming to maximize profit. The review points out that these objectives are rarely considered simultaneously.

Furthermore, the review presents an experimental evaluation of some strategies while considering criteria such as the total execution time and

energy consumption. This work however neglects other important criteria such as the penalty cost paid by the provider when the SLA is not satisfied.

Slimani et al.54 presented an in-depth analysis of data replication as well as service replication strategies while focusing of the QoS aspects. The

review presents the most addressed QoS metrics. However, it does not include sufficient number of data replications strategies.

The data replication strategy classification given in Reference 55 takes into account other criteria, specific to cloud environments, such as the

number of tenant’s objectives (single vs. several SLOs), the nature of the cloud (single provider vs. multi-providers), and the consideration of the

economic (monetary) cost of resources for the provider. The simulation study compare the performance of five replication strategies proposed only

for single cloud systems with a focus on the consideration of the economic cost of replication.

Mansouri and Javidi56 reviewed data replication strategies that are based on meta-heuristic algorithms in both cloud and grid systems. The

review highlights the efficiency of meta-heuristic based replication strategies in achieving multiple performance objectives. It classifies the strate-

gies according to the used meta-heuristic algorithm and presents multiple tabular representations to illustrate the strategies’ characteristics.

However, the review does not include an experimental evaluation of the reviewed strategies.

Shakaram et al.47 presented an in-depth assessment and classification of state of the art data replication strategies in cloud systems. The review

classifies the data replication domain into three fields: data deduplication, data auditing, and replica management. Furthermore, the replication

strategies are analyzed and compared considering their characteristics. The review outlines also the strengths and limitations of the reviewed

strategies using various tabular representations. However, there is no experimental investigation contained.

Whereas, in Reference 57, the authors presented a different type of survey that focuses on a quantitative analysis of data replication strategies

published by the main scientific editorials. The presented systematic review analyzes the strategies according to the publication’s editorial and year.

However, the performance analysis was covered weakly, and the experiment evaluation was not presented.

Table 1 summarizes the advantages and limitations of existing review studies. We note that almost each paper lacks of an experimental evalua-

tion of the reviewed strategies. Moreover, only some review work focus on analyzing the impact of correlations on data replication strategies. In the

limitations column, the symbol ‘-’ sketches that the indicated aspect was not sufficiently addressed in the associated review study while the symbol

‘•’ indicates that the aspect was not addressed at all.

2.2 Existing classifications

The review studies resulted in multiple classifications. However, we present hereafter the most common classifications, which are based on several

criteria, such as the nature of the strategy, the replication control mechanism, the replication periodicity, the replication strategy’ aims. This allows

strategies to be classified as (i) static versus dynamic, (ii) periodic versus non-periodic, (iii) centralized versus decentralized, (iv) according to their

objective functions.

2.2.1 Static versus dynamic

This classification is based on how the replication decision is performed.51 Static strategies set the replication parameters, such as the number of

replicas and their locations, before the system is operational (during the design phase).58,59 While dynamic replication strategies make their decisions

in response to the changing state of the system. This includes: (i) determining the number of replicas according to data availability and the provided
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TA B L E 1 Advantages and limitations of the existing studies and the proposed review work.

References Advantages Limitations

49 +Addressing various issues in cloud management including

cloud interconnection scenarios

+ Presenting the emerging concepts related to cloud computing

+ Providing future directions

- Data management

• Experimental evaluation

50 +Addressing the issues facing interconnected clouds systems

+ Reviewing advantages and limitations of existing

interconnected cloud systems

- Data management

• Experimental evaluation

28 +Addressing the issues facing cloud storage management

systems

+ Presenting data management life-cycle

+ Presenting a categorization of data placement strategies in the

cloud

+ Providing future directions

- Cloud interconnection

• Experimental evaluation

51 + Presenting a categorization of data replication strategies in

the cloud

+ Providing future directions

• Interconnected cloud strategies

•Numerous categorization criteria such as

economic aspects

•Data correlations

• Experimental evaluation

52 + Presenting a categorization of data replication strategies in

the cloud considering several criteria

+Consideration of economic aspects of the cloud

• Interconnected cloud strategies

•Data correlations

• Experimental evaluation

53 and 55 +Presenting a categorization of data replication strategies in the

cloud considering energy consumption and economic profit

+ Providing experimental evaluation

• Interconnected cloud strategies

•Data correlations

54 + Presenting a categorization of replication strategies including

both service and data based strategies

+ Presenting the addressed QoS metrics

- Data replication strategies

• Interconnected cloud strategies

•Data correlationsh• Experimental evaluation

56 + Reviewing meta-heuristic data replication strategies

+ Presenting the most used meta-heuristic algorithms

• Interconnected cloud strategies

•Data correlations

• Economic aspects

• Experimental evaluation

47 + Presenting a categorization of the replication field in the cloud

+ Presenting global and detailed taxonomy of data replication

technique in the cloud

• Interconnected cloud strategies

•Data correlations

• Experimental evaluation

57 + Presenting a quantitative analysis of data replication

strategies published by the main scientific editorials

• Performance analysis

• Experimental evaluation

Proposed review + Presenting a single vs. interconnected classification of data

replication strategies

+Considering the impact of correlations on data management in

cloud systems

+Analyzing the major features of cloud based data replication

strategies

+ Providing a performance analysis through experiments for

several strategies

- Enriching the experimental evaluation by

considering more strategies and more

parameters

- Extending the study to emerging computing

systems like edge and fog computing

QoS, (ii) identifying the data to replicate based on popularity and access patterns, and (iii) selecting the replicas placement based on several criteria

such as network bandwidth, load balance, and replication cost.30,36,39,60-64

2.2.2 Periodic versus non-periodic

Both non-periodic and periodic strategies are dynamic since they are invoked during tasks execution. Their behavior depends then on the changes

in the user access pattern, storage capacity, bandwidth and so forth. On the contrary, static strategies have parameters (number of replicas, hosting

nodes, etc.) which are pre-determined before tasks are executed.
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This classification—periodic versus non-periodic—is based on the periodicity feature of the replication process. This feature specifies when the

replication strategy is triggered. Non-periodic strategies perform replication each time a data is requested.20,58,64,65 This might result in excessive

replicas creation, storage usage, and cost issues. While periodic replication strategies are triggered at each given period, as those presented in

References 36,40,66-68. These latter strategies perform a periodic replication of frequently accessed data. In this regard, the replication period can

be assessed as a number of executed tasks or as equal to a given interval of time.

2.2.3 Centralized versus decentralized

This classification is based on the entity that takes the replication process decisions.69 When a replication strategy is centralized, a central authority

controls all aspects of replication.39,58,65,70-72 Decentralized replication strategies encourage no central control. These strategies are more effective

in responding to system changes and dealing with failures and outages situations.30,64,67,73-75

2.2.4 Objective function basis

This classification covers the objective function of each strategy when dealing with the replication issues.20,52,55 This classification deals with the

strategies’ aims, regardless of their commitment to achieving them. These objectives can be directed towards increasing system availability and

fault tolerance.70,75-77 It can also be directed towards improving performance, which may include (i) optimizing resource usage (storage, comput-

ing, and bandwidth),20,61 (ii) balancing workload,27,60 (iii) reducing tasks’ response time, enhancing data access and reducing latency,30,73,78 (iv) data

security,79,80 and (v) data consistency.66,81 Additionally, it can be directed towards reducing the cost of replication.20,30,73,77

As far as we are aware, no research study has focused on the cloud systems for which these strategies are designed. In addition, there is no

survey that focused on the importance of leveraging data correlations during the replication process, despite the fact that several strategies rely on

them. In this article, we analyze existing data replication strategies in cloud systems, covering both single and interconnected clouds. In addition, we

provide an in-depth review of data correlations-aware strategies. We also provide a comprehensive analysis of the reviewed strategies as well as an

experimental evaluation of some of them.

3 PROPOSED ANALYSIS

We classify data replication strategies according to the cloud system they are designed for including single cloud and interconnected clouds.

Furthermore, we emphasize the correlation-aware data replication strategies and outline their key steps.

3.1 Article selection methodology

Following the research methodology proposed in Reference 82, we first defined the strategy to collect and filter the most relevant studies according

to a set of inclusion-exclusion criteria. The reviewed work were looked for in the main academic databases, including Wiley Interscience, Springer,

Elsevier, IEEExplore, ACM Digital Library, Inderscience Publishers, and Google Scholar. These sources were chosen because they cover almost all

important conferences and journals related to the focused data replication strategies in single versus interconnected cloud systems, as well as data

correlations.

The selection process covers two main steps. In the first one, we used a combination of the following keywords “Single cloud,” “Interconnected

cloud,” “Correlation,” “Data correlation,” “Replication strategy,” “Machine learning,” “Mining.” We then moved on to the second step, which consists

in filtering the huge number of works obtained after the first step. Since the titles and abstracts of the found documents do not truly reflect the

work content, the found result database was filtered based on additional parts of each retrieved document, mainly the introduction and conclusion

sections. The contents were studied carefully and the work addressing contexts other than cloud systems or related ones are excluded. In addition,

work that present similar content or have not the form of research papers (e.g., tutorials, presentations, etc.) and those written in languages other

than English were also eliminated. On the other side, work published in high-level journals and conferences were privileged. Moreover, survey papers

dealing with emerging systems (such as those based on fog and edge computing) were retained.

3.2 Single cloud versus interconnected clouds strategies

The cloud provider allocates and makes available many of its resources to host its tenants’ applications and perform their tasks. These resources are

usually owned and managed by a cloud provider in what is called a single cloud environment. While interconnected clouds refer to the connection of
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two or more cloud systems or cloud providers’ resources. Thus, it is possible to benefit from the huge amounts of resources that are highly distributed

and available between them.

3.2.1 Single cloud-based strategies

In a single-cloud environment, aka mono-provider or intra-cloud system, the strategies consider either one data center or multiple data centers (DCs)

owned by a single cloud provider. Typically, each cloud DC is organized as a group of physical machines virtualized into multiple virtual machines

(VMs). Some of the disadvantages of relying on this environment are its limited geographical dispersion and its limited resources. In addition, the

problem of data vendor lock-in affects the provided QoS.

In the following, we list some strategies with regard to some criteria such as the consideration of a single objective. In particular, we focus on

performance in terms of response time versus several SLOs, the consideration of monetary costs when modeling the profit of replication, the use of

different techniques when replicating data or the fact that replication is user or supplier oriented.

Data replication strategies can be classified as single-objective versus multi-objective strategies. Most of the existing strategies aim to satisfy a

single tenant objective such as availability,60 energy consumption,63 load balance,69 and performance.83 CDRM60 is a cost-effective dynamic repli-

cation strategy that aims to improve system availability and load balancing while maintaining a minimum number of replicas. Replicas are created to

meet availability requirements and placed based on the blocking probability of each resource. Replicas are placed in less heavily loaded resources,

and overloaded resources are blocked from receiving new tenant requests. In Reference 63, the authors propose two replication algorithms, namely,

energy-efficient and time efficient heuristic replication. The first algorithm focuses on the reduction of energy consumption when placing replicas,

while the second algorithm places replicas as close to the users as possible to reduce access latency. The algorithms rely on a cost model that con-

siders the gain in energy cost from replication compared to the no replication state. In Reference 69, a replication strategy is proposed with the aim

of achieving load balance and high data reliability. It relies on a model that estimates data reliability according to the number of replicas and stor-

age duration. Replicas are created according to the storage resources’ load and file popularity. Then, they are placed in a low-load resource with

high reliability and a high number of network links connecting it with its neighboring resources. The RTRM strategy83 defines a threshold as the

upper limit of a data request’s response time. It increases the number of replicas by creating a new replica whenever the response time threshold

is exceeded. Considering data requests, a prediction of response time is made, relying on CPU and bandwidth capacities to schedule the request to

the suitable existing replica. Replica placement is performed in a way that minimizes the number of replicas of each data and respects the response

time threshold for each data request using a graph theory-based method.

In the same context, in Reference 78, a database management framework is presented. It aims to satisfy the tenants’ required SLOs in terms of

execution time and response time of database transactions. The strategy creates a new replica when it detects a certain number of continuous SLA

violations. The closest replica of a running database is activated if the latest replication delays are violating the SLA, which enables avoiding the SLA

violations. Gill and Singh in Reference 77 proposed a cost-effective data replication strategy. Replication is triggered when data popularity crosses

a dynamic threshold. The strategy used a mathematical model to determine the number of replicas to meet the availability requirement described

in the SLA. Then, the knapsack method is used for their placements by replicating data from higher-cost DCs to lower-cost DCs. The strategy also

considers the user’s budget, ensuring that the cost of replication associated with each DC does not exceed the user’s budget. The strategy proposed

in Reference 84 aims to meet the data access time QoS parameter. To minimize SLA violations and replication storage costs, two algorithms are

proposed. The first algorithm prioritizes high QoS requests over low QoS requests. Hence, high QoS replicas are stored on high-performance storage

resources. The second algorithm relies on an integer linear programming model to determine the optimal replicas placements.

On the other hand, some strategies aim to meet simultaneously several tenant objectives. The strategy proposed in Reference 85 is triggered as

a response to SLA violations in terms of response time and availability. The strategy classifies data by tenant usage (storage duration and frequency

of access) into five categories: occasional, instant, viral, semi-annual, and unclassified. Viral data are replicated since they are frequently accessed

by the tenants. Additional replicas are created following a periodic check for response time SLA violations. Replicas that are not unclassified or viral

are removed to save the storage space for the benefit of the provider. An efficient and improved multi-objective optimized replication management

(EIMORM) is proposed in Reference 86 to reduce the provider’s replication management cost while addressing data availability and load balanc-

ing. The cost is evaluated by assigning a given cost value to each DC so that high-performance, high-availability DCs have high costs. The strategy

balances its objectives by placing replicas in high-cost and low-cost DCs using an improved knapsack technique.

There are a number of strategies that aim to satisfy the tenant’s objectives while reducing the cost of replication, for example, data storage

and/or data transfer costs between DCs. In Reference 87, RepliC is proposed. The strategy considers reducing operating costs by adding and remov-

ing replicas in an elastic manner according to workload changes. RepliC indeed adds replicas to prevent SLA violations and deletes unnecessary

replicas to avoid resources wastage. This work was extended in Reference 88 where a predictive approach called PredRep is proposed to charac-

terize the cloud system workload. This approach aims at automatically providing or reducing resources by replication techniques in order to face

irregular workload patterns, which impacts QoS. On its side, the framework presented in Reference 89 decides on database replication and migra-

tion. A prediction model estimates the tenants’ transaction response times and detects violating data replicas. Then, the violated data are migrated

 15320634, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cpe.7758 by U

niversité D
e T

oulouse 3, W
iley O

nline L
ibrary on [16/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



8 of 35 HAMROUNI ET AL.

or replicated to the resources with the fastest transaction execution and response times. To decrease the required time to execute the tenants’

transactions, resources are grouped based on the cost of communication between them.

Some other strategies77,84 are mentioned cost-aware although the considered cost of replication is not necessarily an economic cost. It is

regarded as an assigned budget value for DCs in Reference 77 and modeled in terms of time in Reference 84. In this context, only some strategies

model the replication cost and the provider profit as monetary costs while satisfying a tenant response time SLO. In this respect, Tos et al. propose

PEPR a data replication strategy that aims to maintain the provider profit.64 The replication process is triggered as a response to SLA violations

only when the cloud provider’s profitability is guaranteed. Replica removal is performed when the SLA is satisfied over time. While an economic

model is used to estimates the monetary profit expected to be gained by each query. RSPC is proposed in Reference 20. By setting two response

time thresholds, SLA violations trigger the replication. The first threshold is crucial. An SLA violation is expected if a predicted response time for

a query exceeds this threshold. Hence, data related to this violating query are considered for replication. When a lower threshold is repeatedly

violated, a set of queries-based replication is considered. The replicas are not created until a suitable placement is heuristically identified to meet

the response time requirement and maintain the provider’s economic profit. The strategy uses an economic model that includes the provider’s

revenues and expenditures.

In addition, most of the cited strategies aim to increase the profit of the provider. Thus, some strategies are considered as tenant-oriented

strategies.90,91 Sakr and Liu present in Reference 90 a cost management framework for cloud database provisioning and replication. The framework

aims to achieve SLA compliance by meeting the tenants’ performance requirements as defined in the SLA. Replicas are added to accommodate the

incoming workload, and they are deleted when the workload decreases. Cost optimization is performed considering the tenants’ perspective by

avoiding the cost of SLA violations and controlling the monetary cost of the allocated resources, including transaction execution and replication

costs. In Reference 91, Limam et al. propose a replication strategy that is triggered only when the SLA is violated. The strategy relies on an estimation

of the replication cost, so the cost of replication does not exceed the initial budget intended for replication. To estimate the cost of replication, the

strategy relies on an economic model considering the costs of storage, network, investment, and SLA violations’ penalties.

Finally, some data replication strategies are based on techniques that achieve specific tenant objectives. MORM, a static replication strategy

presented in Reference 59, employs an artificial immune algorithm to select data for replication and define their appropriate placements. The used

algorithm randomizes the replication layout and relies on an objective function to find the placements that offer a balanced trade-off between aver-

age data unavailability, average service time, variation of loads, power consumption, and average latency. The strategy enables setting a preference

coefficient for these objectives according to usage needs. In Reference 92, a framework that determines the replication configuration for applica-

tions deployed on geo-distributed cloud. The framework uses integer linear programming to solve the replicas placement problem while considering

both normal and failure situations. It focuses on latency as an SLA requirement while maintaining data availability and consistency by employing a

quorum protocol. Latency thresholds are defined for read and write operations to enable the selection of replicas placements that result in a lower

data transfer and response time.

The strategies presented in References 93 and 94 rely on prediction models to enhance cloud system performance. On the one hand, authors

in Reference 93 based on Bayesian learning and Gaussian process in order to anticipate the access potential of the data file. On the other hand,

authors in Reference 94 proposed a location prediction method based on historical access records that provides a mechanism for identifying

potential high user density locations. Then, they preemptively replicate data to meet the increased demand. The mechanism replicates the highly

requested data on the predicted locations before the users’ arrival. The Dempster–Shafer theory is adopted for predicting the user’s future loca-

tions. While replica selection is performed using an artificial neural network to minimize data access time and meet the QoS described in the SLA

in terms of response time.

The strategy proposed in Reference 95 relies on a nonlinear integer-programming (NLIP) model to achieve an optimal trade-off between

increasing data availability according to the SLA and reducing costs caused by replication. This model achieves the expected data availability by

considering machine failure probability and data request probability. The strategy also considers the cost caused by replication. The proposed NLIP

model determines the optimal number of replicas for each data, so that the request failure probability and storage cost are minimized. On their

side, authors in Reference 96 aim to predict the file popularity using historical file access values. Data replication schedule is modeled as an integer

linear programming (ILP) problem in order to minimize the total data file access costs. The ILP problem modeling considers task dependency, data

scheduling, data sharing, and reliability.

3.2.2 Interconnected cloud-based strategies

Interconnected clouds are formed through the interconnection of more than one cloud system that can be deployed by more than one provider.

This interconnection between the resources may be initiated by the provider, the tenants, or by a third party who compensates them. Replication

strategies exploit the geographical dispersion and pricing differences among providers to improve performance and reduce costs. This environ-

ment is characterized by a greater number of resources and a wider geographical distribution. This expands the search space for suitable replicas
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placements and further complicates replicas placement challenges. In the following, we list the main strategies that have been proposed for

interconnected clouds.

RACS76 and DepSky79 are among the first strategies to manage user data through interconnected clouds storage. These strategies aim to enable

fault tolerance and minimize the monetary cost paid by users. Their data storage mechanisms consist of distributing the users’ data among several

cloud providers to avoid cases of provider lock-in and cloud outages. While cost reduction is obtained by exploiting differences in pricing policies

between cloud providers. However, the cost models used by both RACS and DepSky are limited to the cost of storage only. The authors of Reference

97 propose dynamic programming algorithms that place replicas with the aim of maximizing availability according to the SLA while respecting each

tenant’s budget. The algorithms focus on selecting cloud service providers in order to maximize both the data survival probability and the number of

surviving data under a given budget. Indeed, their cost optimization model focuses on maximizing the benefits of replica placements among multiple

cloud providers’ systems within a given budget. The benefits are presented by the potential of successful accesses to the data via the resource that

stores them. The determination of replica placements is performed by considering the storage price of each cloud provider and the probability of

failure of its resources, such that the storage price of the selected replica placements does not exceed the defined tenant’s budget.

On its side, in Reference 98, an SLA-based data distribution strategy is proposed for multiple clouds. The strategy aims at distributing data and

their replicas using a multi-objective QoS evaluation model that includes multiple SLA parameters. The model considers data privacy, availability,

throughput, transfer time and the storage cost of each cloud provider as SLA parameters to define the suitable placement of data. In Reference

73, a lightweight heuristic solution is presented to reduces the monetary cost for the cloud providers, including data replication cost. The solution

determines data locations and redirects the users’ requests so access latency can be guaranteed at a minimum cost. It considers the price variation of

storage resources, workload changes, besides data status, which can be hot-spot and cold-spot according to their access rate pattern. The replication

monetary cost includes replica creation, storage, put and get operations and potential migration costs. Preventive Disaster Recovery Plan with

Minimum Replica Plan (PDRPMR) is presented in Reference 75. The plan aims to balance the trade-off between data reliability and the cost of

storing replicas. It deploys a small number of replicas while taking into consideration both short-term and long-term storage duration to minimize

storage usage. Their cost model considers the storage and data transfer costs of each cloud provider where the replicas will be placed. The strategy

considers the storage duration and the importance of data as inputs. Indeed, a single replica is determined for short-term and non-critical data while

two replicas are determined for long-term duration and critical data. These replicas are periodically checked to ensure reliability.

Other strategies were proposed for interconnected cloud systems while exploiting heterogenous prices offered by cloud providers. Some of

them aim to satisfy the SLOs and optimize the paid cost by cloud users. Other strategies try to reduce the cost of replication for the provider executing

the user query by replicating at providers offering minimum network bandwidth prices.

SPANStore (Storage Provider Aggregating Networked Store)66 is a unified storage service that is built as an interconnected clouds environment

for application providers. It aims to meet SLOs in terms of fault tolerance and latency while minimizing the cost of application execution. SPANStore

takes advantage of the geographical dispersion of the DCs of several storage providers to manage workload changes. Then, it replicates data closer

to users, reducing both latency and SLO violations. It also benefits from the cost diversity of put and get operations between regions to reduce repli-

cation monetary costs, including storage, network and update costs. In Reference 99, TripS an interconnected cloud storage system, is proposed

to avoid SLA violations in terms of availability and performance. TripS exploits multiple providers’ resources to determine the suitable placements

of data and their replicas on behalf of the cloud tenants. It requires several inputs, including SLA requirements, consistency model, fault tolerance,

latency, cost of storage and bandwidth information of the corresponding storage resources. TripS then returns a list of feasible candidate data place-

ments that all meet the applications’ SLA requirements at low cost. TripS takes preventative actions by checking replica availability according to the

SLA requirement and monitoring service denial to ensure data reliability at a lower cost. Indeed, a minimum number of replicas is deployed according

to the fault tolerance input.

A storage framework called DAR is presented in Reference 100. It exploits the variation of get and put operations latency and resource prices

offered by cloud providers of the system in order to satisfy the SLOs and optimize the paid cost by cloud users. DAR uses the integer-programming

method to model the problems of data placement and resource allocation. Hence, two heuristic solutions were presented, including a dominant-cost

based data allocation algorithm and an optimal resource reservation algorithm, while the used cost model includes storage, transfer, get, and put

costs during resource reservation time. In Reference 101, an adaptive replication and placement strategy is presented. It relies on workload predic-

tion to place replicas with cost optimization. Future user demands are forecasted using the ARIMA time-series technique. Replicas are then placed

to meet the corresponding availability requirements. The strategy considers the cost of the network when accessing the data beside storage cost.

Indeed, it relies on a cost model that considers the differences in pricing policies between the geographic regions of the system.

Moreover, an adaptive data placement framework is proposed in Reference 102 called ADPA to minimize cost. It consists of deciding on the

appropriate data placement based on the expected frequency of access. The framework predicts the frequency of data access based on historical

workload using LSTM (long short-term memory). It then uses a learning-based data placement algorithm where data can be migrated from one

cloud provider to another as workload changes. The cost model used covers the costs of storage, network, put and get operations and migration.

In Reference 72 a data placement strategy is proposed to balance the trade-off between data access performance and the placement cost while

considering latency between different zones in a federated clouds environment. To adapt to the changing access patterns, the strategy considers the

storage, latency, and migration costs as the dimensions of the fitness function of the multi-objective placement algorithm. Their cost model considers
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10 of 35 HAMROUNI ET AL.

the monetary cost of data placement, including local placement costs, outsourcing costs, and SLA penalty costs. The cost of local placement is the

cost of storing the user’s data on the provider’s own infrastructure, whereas the cost of outsourcing is the cost of storing the tenants’ data with

partner cloud providers.

3.3 Correlation-aware data replication strategies

The cloud providers in both single cloud and interconnected cloud environments need to maintain their monetary profit and satisfy their tenants’

SLOs. This is performed while managing a massive amount of data and applications’ tasks, which is very challenging. In this context, taking advan-

tage of the valuable knowledge that can be retrieved from system information such as data correlations to improve the replication process is quite

effective.

Data correlations can be extracted from access history and meta-data.25,29,38,103,104 Access correlations can be expressed as data requested

simultaneously or frequently by tasks, applications, and users. While mining semantic correlations mainly rely on similarity estimation algo-

rithms. These algorithms are used to quantify the similarity between semantic attributes that can be extracted from a set of meta-data attributes

characterizing data itself (date of creation, date of modification, last access time, etc.).

In fact, the applications’ tasks require accessing data for their execution. Some of these required data tend to be frequently requested by the

tasks that are executed on the same system resource. However, these required data may not be available locally. In this case, they must be retrieved

from one or more remote, geographically distributed resources. The retrieval of such remote data may take a long time due to bandwidth constraints

and workload fluctuations. This negatively impacts the response time of the tasks and leads to an increase in the SLA violation amount. However,

if these required data were placed in the execution resource or in its adjacent resources, the number of remote data accesses as well as the time

required for data access would be significantly reduced. This helps the providers meet the performance requirements and save more costs, including

those for data transfer, SLA violations and energy consumption.105,106 Looking for data correlations can greatly help for this purpose. However, it is

important to note that such strategies based on data correlations face the overhead of correlation mining, especially when a very large amount of

data is available.

In this section, we begin by presenting the main steps of a data correlation-aware strategy. We next examine the data correlation aware replica-

tion and placement strategies in both single and interconnected cloud systems. These strategies take advantage of the extracted knowledge about

data correlations, which can be either access correlations or semantic correlations.

3.3.1 Key steps of correlation-aware replication strategies

A replication strategy based on data correlation consists of three important steps: analysis, correlations extraction, and finally replication, which is

based on the extracted knowledge about correlations. Important decisions are made at each of these steps:

• During the step of analysis, the strategies decide which data to analyze and how to transform the information from the cloud system so that it

is suitable for the process of correlation extraction. In this sense, the majority of replication strategies take frequently accessed data into con-

sideration.29,31-35,37,38 The cloud context (access history, meta-data, etc.) is then transformed into an extraction context mainly represented by

matrices or graphs.

The measure of data correlations to be considered for this transformation is determined. In this regard, most data correlation-aware strate-

gies in cloud systems employ access correlations for correlation estimation, with the degree of correlation defined by simultaneous or shared

access to data.29,35,37,38

It is important to note that the size of the extraction context affects the time required to extract correlations. Consequently, the majority of

data correlation-aware strategies prefers a periodic analysis of the system information.

• During the correlation extraction step, replication strategies select the method for extracting data correlations. In this regard, the majority of

strategies utilize accurate and dependable extraction algorithms such as data mining and machine learning algorithms.29,31,32,34,37,38 Furthermore,

they define correlation measure thresholds to avoid grouping data that are not sufficiently correlated. The strategies also employ thresholds and

rankings to limit the number of extracted correlated data groups. In this respect, these latter groups are often sorted according to their popularity

and size.29,35,36,38 Hence, this allows limiting processing to only the most valuable knowledge about data correlations.

• During the replication step, the strategies decide how to exploit the valuable extracted knowledge about data correlations. In this respect, some

strategies use it to proactively perform data replication. Indeed, they predict future data requests and replicate them36,107 through assessing the

value of important aspects of data (such as popularity and number of data requests).34,108 While other strategies consider the correlated data as

granularity for replication.35,37,38,109
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HAMROUNI ET AL. 11 of 35

F I G U R E 2 Key steps of a correlation aware data replication strategy in the cloud system.

In Figure 2, the key steps of the data correlation-aware replication strategy are depicted, along with the main choices to be made during the

process.

3.3.2 Review of correlation-aware data replication strategies

We review correlation aware data replication and placement strategies in single and interconnected cloud systems. In this respect, reviewed

strategies are classified according to the method adopted to extract data correlations.

Mining based correlations extraction

Mining frequent patterns consists of identifying the frequently occurred data patterns (item collection, sequence, structure, etc.). Cloud storage

systems are analyzed with frequent pattern mining algorithms to uncover data patterns.

In Reference 110, the authors propose a data replication strategy that reduces data access time by analyzing system access history. To select

data groups to replicate, a pattern-mining algorithm is used. While the authors of Reference 31 proposes an approach for mining frequent block

access pattern. The number of replicas for each data group is configured based on the access patterns. Then, replicas are placed in the DCs that

requests them the most.

The proposed strategies in References 107 and 34 rely on the Frequent Pattern Growth (FP-Growth) algorithm to extract data correlations.

In Reference 34 data security and latency are ensured while keeping the number of replicas low. The strategy uses a matching function to find the

association rule that matches the current user access and has the highest confidence degree. The support degree of this selected rule is regarded

as the future access popularity of data. Then, data groups are placed where users request them most.
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12 of 35 HAMROUNI ET AL.

The authors of Reference 29 proposed a data mining-based data replication strategy, called DMDR, extending the work originally used for data

grids.19 The strategy uses a Maximal Frequent Correlated Pattern (MFCP) algorithm to reduce access latency. Each extracted pattern includes a

maximum group of highly correlated data, allowing the determination of a reduced number of correlated patterns. DMDR examines the access

history in each DC periodically. It sorts the extracted frequent correlated file groups by size. Then, it places them based on centrality and replica

access. This strategy also includes a data replacement procedure, which evaluates each file’s importance based on its last access, access count, and

size. The obtained assessment value determines whether new replicas replace deleted ones or replication is abandoned.

Clustering is a major field in machine learning and knowledge discovery. It consists of detecting non-trivial or hidden patterns in data. In Ref-

erence 32, the authors use the formal concept analysis (FCA) technique111 to reduce the data movement across DCs and the average query span.

The data allocation and replication strategy starts with formal concept extraction. Each formal concept represents a maximal set of data and tasks

that require them simultaneously. The FCA technique produces many extracted patterns, thus they are simplified. Therefore, the strategy weights

concepts based on data and tasks. It then ranks them in descending order to identify the most interesting. The selected concepts are assigned to

DCs having the minimum difference in storage capacity and data group size. Each concept’s most-requested data are replicated and placed on the

most frequently accessed DCs. In Reference 37, the authors also employ the FCA in their cost and energy efficient data placement and replication

strategy that assigns data and tasks based on their correlations.

Khelifa et al. propose two replication strategies that take advantage of data correlations with the objective of keeping the provider profitable

while meeting the SLA requirements.30,39 Triadic Concept Analysis (TCA)112,113 is used to analyze tasks that may cause SLA violations. This allows

strategies to determine which correlated data groups to replicate and candidate placements to reduce future SLA violations. The TCA reveals the

ternary relationship between SLA-violating tasks, remote data, and resources like DCs and VMs. This is made possible by mining patterns known as

frequent triadic concepts. Furthermore, economic models are used to estimate provider profit and determine if placing a new correlated replicas

group is profitable. The strategies also rely on replacement procedures to replace old replicas with more profitable ones when storage space is

insufficient.

The proposed strategies in References 38 and 40 use spectral clustering to extract data correlations. The strategy of Reference 38, called PCDR,

aims to reduce task response time and cloud bandwidth consumption. It periodically builds a data center’s correlation matrix, which is the sum of

its executed tasks’ correlation matrices. The spectral clustering algorithm is then applied to extract correlated file groups. PCDR considers only

the most popular correlated file groups. It assesses file popularity based on access frequency and half-time. Furthermore, when storage capacity

is insufficient, less popular replicas are deleted and replaced with newer replicas. While in Reference 40, the introduced strategy for federated

clouds aims to satisfy SLA and maintain the providers’ profit. It periodically identifies the groups of correlated data related to SLA violations. For

replica placement, it uses a fuzzy inference system (FIS) that considers data transfer time ratio, VM load, data availability, and cloud provider profit.

Economic cost models are used to estimate the latter. The FIS assesses the potential of placing the correlated replicas groups on provider-owned or

rented VMs from its participant providers. Furthermore, a replica number adjustment is applied to maintain a minimum number of replicas.

Graph analysis based correlations extraction

Graph analysis models complex systems, processes, and concepts such as clouds and data correlations. SWORD is a data placement and replication

strategy27 aiming to reduce resources use while maintaining SLA compliance. The access history is represented as a weighted hyper-graph over

the data, with each hyper-edge indicating the needed data group to be accessed jointly by the user’s queries. The generated hyper-graph is then

partitioned into data groups. The strategy evaluates data replication for created data groups. Only the most highly and jointly accessed ones are

replicated. Then, replicas are placed to reduce the average execution time of queries and the amount of data movement by relying on the smallest

possible number of resources to run tenant queries.

In Reference 114, a data placement and replication strategy for social services in multiple clouds is presented. It aims to maintain QoS, reduce

resource use, and lower the carbon footprint. It assigns weights to each goal to allow service providers to make trade-offs based on their needs. The

strategy reduces latency and lowers operating costs by distributing user data over various clouds while considering the users’ social relationships.

Graph-cut is utilized to place data and replicas. By considering shared and common data access, data placement can meet latency constraints and

reduce bandwidth use more efficiently than random replication.

Prefetching-aware data replication (PDR) is presented in Reference 36, inspired by the PGFR strategy designed for data grids.26 This strategy

prefetches popular files based on data access correlations. Indeed, PDR analyzes cloud DCs periodically to detect correlated file groups. Each task’s

dependency graph is built first. Vertices indicate files’ access frequencies. Each edge joining two files represents the frequency of their sequential

access in a single task’s access sequence, regardless of order. Combining the task graphs determines the data center’s dependency graph. To identify

the popular file groups to replicate, the strategy removes low-correlation graph edges. The resulting sub-graphs represent dependent file groups.

The PDR replicates the most popular files from each group. In the event of insufficient storage capacity, existing replicas are deleted and replaced

by new ones.

In Reference 108, data placement and replication strategies for social networks across geo-distributed cloud systems are presented. Correla-

tions between cloud users are used to reduce costs for cloud providers and meet clients’ latency requirements. Greedy algorithms were used to

meet user latency requirements while controlling data management costs. For latency, the strategy specifies how many replicas each user needs.
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Replica placements are then determined based on shared data access between social network users. Replicas are placed near users who have a

relationship with the data owner.

Other correlations extraction methods

Data correlations can also be discovered using mathematical models and analysis of simultaneous or shared data accesses. The authors of Reference

109 propose a dynamic computation correlation data placement strategy, called DCCP. Access pattern-based data distribution is applied to minimize

computation time and balances load. DCCP uses an optimization-based model that captures the link between replica location and load balancing.

It stores correlated data in the same data center (DC) where the correlation degree is determined by the number and frequency of data-accessing

tasks. When storage space is limited, highly correlated data is kept together or spread across a few number of DCs. This implies that the required

data for the user’s tasks will often be accessible locally at the DC executing the users’ tasks.

In Reference 33, two types of data access correlations are examined. The strategy relies on a mathematical model to mine data correlations

based on past access histories. The model extracts stable and bursty correlations based on the changing data access sequences. Stable long-term

correlations are considered static replicas and stored in load-balanced storage. Dynamic replicas exhibit bursty short-term correlations. The most

requested data to be accessed in the near future are prefetched for replication. As their short-term bursty correlations change, these replicas are

constantly replaced in a high-speed cache.

In Reference 35, a data replication strategy is proposed reduce both data access latency and cost. The strategy distributes replicas among

multiple cloud providers’ DCs to reduce cost for the cloud users. It extracts data correlations based on their location and access frequency in order to

fulfill its objectives. The number of common tasks that require the data is used to assess data correlations. Replication is limited to highly correlated

data groups. Replica placement is then adjusted so that the current placement costs less than the no-replication state. Therefore, a cost model is

used to estimate the replication cost, including both storage and transfer costs for data.

4 DISCUSSION

In this section, we analyze data replication strategies in the cloud system by answering the following questions:

• Q1: What are the addressed replication issues?

• Q2: Does the strategy is provider-oriented or customer-oriented?

• Q3: What are the addressed SLA and QoS metrics?

• Q4: How cost optimizations and economic aspects are addressed?

• Q5: What are the used evaluation tools?

Figure 3 depicts the taxonomy of data replication in cloud systems.

F I G U R E 3 Data replication taxonomy in cloud systems.
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14 of 35 HAMROUNI ET AL.

4.1 Addressed replication issues

Data replication strategies are proposed to enable efficient replicas management by solving the following fundamental issues:

• Replicas creation includes sub-issues represented by the identification of the data to be replicated as well as the timing of initiating the replication

process. The performance of the replication strategy is very sensitive to these following issues:

– Replicas identification entails specifying the data to be replicated in accordance with the strategy’s objectives. As the creation of too many

replicas results in wasting resources, it is important to replicate only interesting data, for example, the ones with higher demands or higher

access rates. This is related also to replica granularity, which specifies the nature of data to be replicated (such as data blocks, files, database)

as well as the unit of data to be replicated, such as whether the data to be replicated is independent (individual) or grouped.36,83

– Replication timing (initiation) consists of choosing the suitable time to trigger the replication. When replication is initiated too soon or too

frequently, it wastes resources and degrades the system’s performance. On the other hand, replicating data too late is inefficient since it

obscures the advantages of replication.18

• Replicas placement consists of identifying the resources for storing new replicas. In order to provide the tenants’ tasks with the required QoS,

these resources should have sufficient storage space and acceptable bandwidth with other resources that require replicas. Moreover, they should

not be overloaded either.84,115

• Replicas number adjustment consists of determining how many replicas to maintain in order to meet the required QoS. This process also includes

selecting the replica to be removed or replaced.

– Replicas removal consists of deleting useless replicas from the storage system. To avoid resource wastage, the replicas should be removed

when they are no longer needed in the system for example, when QoS is satisfied.20,40,91

– Replicas replacement consists of deleting replicas and replacing them by new ones. The replacement procedure should be considered when

the capacity of the available storage resources is not sufficient to host the new replicas.30,36,64

• Replica selection entails selecting the replica to be used and accessed by the user’s task among all the replicas in the system.27,83

The most discussed replication issues are replicas creation and replicas placement. These issues are important because they influence task exe-

cution time, storage space usage, network usage and so forth.20,27,59,61,63,64,72,83,86 Interconnected cloud strategies are more focused on the replicas

placement issue since they decide replica locations among the available resources of multiple cloud providers.

Adjusting the replica number was performed mainly by the creation of replicas when needed and the removal of unnecessary repli-

cas.78,87,89,90,116 The replicas selection issue is addressed by routing and scheduling the users’ task to the replicas while considering load and band-

width conditions.27,30,83 However, the issue of replica replacement receives little attention.30,36,39 Most strategies handle these issues separately,

and only a few covers all of the replication issues.

4.2 Provider-oriented versus consumer-oriented

The cloud provider and the cloud tenant are two distinct entities (a person or an organization).117 The cloud provider is the entity that delivers and

typically owns cloud-based IT resources. It is responsible for making cloud services available and accessible to the tenants according to the SLA, as

well as for administrative matters to ensure the system’s continued functioning. The cloud tenant (aka, consumer, customer, user, or client) is the

entity that maintains a business relationship with the provider and uses the services and resources that the provider offers.

A replication strategy may be oriented in favor of the provider or the tenant when achieving its objectives. Provider-centric strategies seek to

satisfy the tenants’ requirements while achieving the lowest resource management costs, such as low network usage, storage usage, energy con-

sumption and so forth. This results in increasing the profit for the provider.20,63,64,72,73,75,118 Most of the replication strategies are oriented towards

the provider since they consider the provider to be the entity responsible for the replication process. Only a few strategies are consumer-centric.

They seek to achieve the best performance as well as reduce the amount paid by the tenants and stay within their budget.35,70,78,91,99

4.3 Addressed QoS and SLA metrics

In this section, we discuss the main QoS metrics that data replication strategies in cloud systems aim to satisfy. These metrics are usually defined as

SLOs84 in the SLA. These SLOs may include several QoS parameters such as data availability, reliability, performance (expressed through response

time, latency, execution time, throughput, etc.), privacy, and security.119
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4.3.1 Data availability

Commercial cloud providers include availability in their SLAs. It is the probability of a system being operational considering the alternation of oper-

ational and non-operational status. It is usually in the range of 99.9% to 99.99%. Unavailability of a requested data or the resource storing it can be

caused by a variety of factors, such as hardware, software and network connections. Data access failures increase the SLA violations and influence

the tenants’ preferences for service provider.95 To fulfill the availability SLO, data replication is commonly utilized.

Google, Amazon, and Microsoft use the data replication technique to meet the availability requirements of their tenants by distributing replicas

among different and multiple geographic regions. GFS is a Google’s distributed file system58 that divides data into multiple blocks. To improve avail-

ability, the minimum number of replicas is set to three by default, and it can be adjusted as needed. Google offers furthermore a more sophisticated

storage solutions as extension of GFS*.

DynamoDB† is a NoSQL key-value database cloud service provided by Amazon. This system automatically replicates data from each created

table in different regions according to the user’s choice. The number of replicas for each table is set to three by default.

Windows Azure Storage‡ is provided by Microsoft recommending four replication mechanisms. Locally-Redundant-Storage (LRS) stores three

copies of each data in the same DC. Zone-Redundant-Storage (ZRS) stores three copies of each data in separate availability zones within the same

region. Geo-Redundant-Storage (GRS) deploys three copies in the primary region (LRS) and three in a secondary location hundreds of miles away.

Read-Access-Geo-Redundant-Storage (RA-GRS) allows read-only access to replicas located in the secondary regions.

Academic efforts focused on proposing strategies that rely on the number of replicas to ensure availability. In References 60,120, and 121,

probabilistic models are used to estimate data availability. The models indicate how many data replicas are needed to satisfy data availability. These

strategies define replicas to reduce the likelihood of resource blocking since replicas are considered unavailable if their storage resources are

unavailable. In Reference 91, the number of replicas is increased whenever the availability requirement is not met. While the strategy proposed in

Reference 122 initiates replication when the availability falls below a threshold.

When considering strategies in interconnected clouds, data availability is addressed by distributing replicas across multiple cloud providers’

resources.75,97,99,101 These strategies make use of the environment massive storage capabilities as well as its geographical dispersion.

4.3.2 Reliability

Reliability is an important QoS parameter in cloud systems.123,124 It refers to the property that a system can run uninterruptedly without failure. In

contrast to availability, reliability is defined in terms of a time interval instead of an instant in time. However, as highlighted in Reference 125, the

reliability of a system is directly dependent on availability and security. Indeed, to ensure reliability, the chosen node on which a task is executed must

not have availability issues. Thus, the chance of losing availability in the middle of the job is lower. The node must also be secure so that user may

not perform an important job or put any confidential data on insecure servers. Replication of data and tasks126 is the most widely used technique to

guarantee reliability. It allows creating and storing multiple replicas to reduce the likelihood of data or task loss. In order to maintain an acceptable

degree of reliability, some strategies propose indeed to increase the number of replicas, which generates more costs.127 One solution is to deal with

the trade-off between reliability satisfaction and associated costs.

Reliability is also addressed with availability by some strategies,62,69 which propose models to estimate data reliability based on replicas and

storage duration. While the strategy proposed in Reference 95 relies on a nonlinear integer-programming model that considers machine failure and

data request probabilities. The strategy proposed in Reference 85 addresses both reliability and response time. It selects popular data for replication

and then places them to satisfy reliability requirements.

4.3.3 Performance

Due to cloud workload heterogeneity and fluctuations, commercial cloud SLAs put less emphasis on performance guarantees.78 Academic research

focuses heavily on these guarantees. Data replication strategies consider them as SLOs, which can include multiple parameters such as response

time, latency, execution time, throughput and so forth.

Response time

A user task’s response time is usually defined as the time interval between its send and receive operations. When network links are congested

or resources are overloaded, violations occur. Hence, response time can be reduced through load balancing and reducing bandwidth use. This is

performed by predicting workload and network usage based on data accesses and resource capabilities.27,60,94

To ensure a reduced response time, some replication strategies rely on a definition of thresholds. In this respect, the replication strategies are

triggered in accordance with the values of these thresholds.20,30,39,40,64,68,83,89,91,118,128,129
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Some strategies consider response time as the SLO to be achieved for each tenant.68,87-89 These strategies rely on prediction models and they

are triggered based on an estimated value of response time. While the strategies presented in References 20,64,91,118, and 129 consider the

replication only if the estimated response time of the tenant task is greater than the response time threshold specified in the SLA. This estimation

is performed before the tenants’ task execution. On their side, other strategies rely on data correlations to reduce response time.30,36,38-40 These

strategies perform a periodical analysis of the users’ access history to identify the suitable data groups to replicate.

Latency

Latency refers to the delays that occur while transferring or processing data. Data replication strategies aim to reduce latency when placing replicas

to ensure better performance29,73,84,92,114,130

In Reference 130, bandwidth utility threshold is used to prevent SLA latency violations. When aggregate bandwidth exceeds the defined thresh-

old, new replicas are created on the requesting resource and removed randomly when it falls below. In Reference 92 replica placements are identified

by setting latency threshold for read and write operations. Latency threshold is also defined by the replication strategy presented in Reference 73.

The strategy enables cloud providers to satisfy the latency requirements of their applications by placing replicas and migrating them among the

VMs of multiple cloud providers.

Execution time

Execution time and completion time are widely addressed by data replication strategies as QoS metrics to achieve.32,37,65,67,78,93,94,109 A task’s

execution time is the time taken for processing its instructions.

In Reference 78, a database management framework is presented considering the execution time as an SLO to satisfy. The replication is triggered

following a continuous number of SLA violations. Then, the users’ requests are routed to the closest replicas in order to prevent SLA violations.

While the strategies presented in References 94 and 65 focus on reducing data transfer time in order to reduce the execution time.

Execution time is reduced by increasing data locality. Replicas are placed in the execution resources that require them the most to reduce data

transfer time.67,93 Correlations aware strategies increase data locality by placing groups of correlated data that are accessed frequently jointly in

the same locations where the users are executed.32,37,109

Throughput

Throughput refers to the amount of served requests or complied tasks at a given time period. Replication strategies focus on throughput besides

other objectives. The replication strategy presented in Reference 93 uses a prediction model to optimize execution time and throughput. Each

replica replicates based on access frequency. In Reference 98, an SLA model for interconnected cloud is used to distribute data with throughput,

availability, data privacy, transfer time, and storage cost as QoS metrics.

4.3.4 Security and privacy

Security and privacy are the key issues for cloud storage system. Some replication strategies consider security as an input parameter for their SLA

model.98 In Reference 79, data encryption and replication are combined. A secret sharing scheme and erasure codes are used before the data is

stored and replicated among the resources of multiple cloud providers. Encryption method is also used in Reference 131 to secure sensitive data

of the users. The cloud provider allows users to access these data relying on a single secret key. This method also allows verification by a third party.

The strategy proposed in Reference 132 addresses data integrity using the T coloring method, which is a non-cryptographic method that generates

less execution time. As for the strategy proposed in Reference 80, sensitive data are replicated and distributed among cloud resources to prevent

corruption and data theft caused by tenants’ attacks on each other.

4.4 Cost optimization

Cost consideration is an important factor for cloud based data replication strategies. Achieving the tenants’ performance expectations while

ensuring low operating cost are contradictory objectives.59 In this sense, replication strategies must consider the trade-off between ensuring

the QoS metrics as indicated in the SLA and reducing and optimizing the replication costs. To achieve cost optimization, replication strategies

rely on cost models to estimate the cost of replication. In this section, we discuss how data replication strategies designed for single-cloud and

interconnected-cloud systems optimize the cost of replication. In addition, we discuss whether this optimization is oriented in favor of the tenant

or the provider, and what are the cost models used to achieve cost optimization.
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4.4.1 Consumer-centric cost consideration

Consumer-centric cost optimization during data replication is considered when the strategies focus on reducing the cost to the consumer and

respecting their budget.77,78,90,91

Consumer-centric cost optimization strategies in interconnected clouds aim to minimize the resource utilization by the tenants and reduce

the cost they pay to cloud providers. This is often done by exploiting the varied prices and features of the resources made available by the cloud

providers.76,79,97,99,100,102

4.4.2 Provider-centric cost consideration

Cost optimization is provider-centric when the strategies consider reducing the cost of system management for the benefit of cloud

providers, maximizing, and maintaining their profit. It is critical for cloud providers to reduce SLA violations while minimizing replication

costs.20,60,63,64,66,75,85-87,89,94,95,128,133

Data replication strategies are mostly provider-centric compared to consumer-centric strategies, where most strategies consider the provider

to be the entity responsible for operating the system and performing replication operations. Most of the strategies focus on reducing the replication

cost. This is achieved by minimizing the number of managed replicas to save the storage cost60,95 or by considering the replicas transfer cost also.89,94

While other strategies focus on reducing the SLA violation cost.20,64,87 Only a few strategies focus on the profit of the provider.20,30,63,118

Provider-centric strategies in the interconnected cloud environments focus mainly on taking advantage of the differences between the pricing

policies of the cloud providers among each other to reduce the cost of management.40,66,72,73,75,101

4.4.3 Non-economic cost consideration

Non-economic cost models focus on the operating costs associated with the use and management of resources such as network bandwidth, CPU

time, memory space, storage space, energy consumption and so forth.27,59,63,128

The reduction of network and storage usage is widely addressed by the strategies.27,60,76,79,115 It is usually performed by maintaining a minimum

number of replicas.75,116 Other strategies assess the cost of replication as a function of time. In Reference 128, cost optimization is achieved by

reducing the cost of communication when accessing and updating replicas. The used cost model to estimate the replication cost focuses on the sum

of the access latency for retrieving a replica from the storage and the network communication latency for transferring replicas to the requesting

resource and propagating updates. The strategy proposed in Reference 94 assesses the cost of replication as the replicas creation time. On their

side, other strategies focus more on the impact of energy consumption when replicating data.59,63,129

4.4.4 Economic cost consideration

Economic cost models are generally related to the economic aspect of the cloud, including the pricing policies, the monetary cost of management,

auctions and so forth.20,30,40,64,66,72,73,78,90,91,118,122,133

The focus on the economic aspect of cloud systems by replication strategies is mainly done by addressing the monetary cost of replica-

tion.20,30,40,64,66,72,73,78,90,91 This monetary cost is often estimated by economic cost models that take into account both the cost of data storage and

data transfer as well as the cost of the SLA penalties.20,30,40,64,91 The difference between pricing policies is often considered by interconnected cloud

based strategies.40,72,73,100

Other strategies rely on the auction method to optimize costs.122,133 In Reference 122, the system resources compete to host the new replica,

where each resource offers its own bid price as a buyer. Then, the seller resource decides to place the replica on the resource offering the highest

bid price. Each buyer determines its price according to load, probability of failure, network bandwidth, and available storage space. In Reference

133, a market economic model that considers data as goods, queries as patrons, and DCs as firms, is used. The data value is estimated based on its

access frequency and the monetary fee that the user pays for the queries execution, considering only the storage cost of a replica.

4.5 Evaluation tools

To validate the performance of the replication strategies in the cloud systems, researchers implement their strategies using real cloud systems,

simulation tools, and programming language.
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18 of 35 HAMROUNI ET AL.

Although real cloud implementations offer real configuration while experimenting the compared strategies under a real environment, the

dynamic properties of such an environment implies that most work deals with a simulation. Simulations allow one to directly control some parame-

ters in order to understand their individual impact on performance, for example, query arrival rate and system configuration variation. Furthermore,

there is no standard architecture in cloud environments. It has been observed that the topology of a given system significantly affects the design

of a data replication strategy for which it was designed. Some companies consider the transferring of all data to a single DC/cluster when executing

a tenant query. This generates a significant data transfer. However, links between DCs are heterogeneous. In consequence, most of the commer-

cial solutions (like Google Data Centers Locations§) as well as some recent strategies20,118 consider within a region, several DCs that communicate

through an intermediate network bandwidth. This leads to a system topology with three levels: regions, DCs and nodes that host data.

Real cloud evaluations are mainly implemented on well-known real cloud vendors such as Google, Amazon and OpenStack. These strategies

deploy data on the cloud instances and model data access using tools such as workload generators that provide task tracing for applications or by

deploying DBMS on the virtual instances allowing SQL and NoSQL queries to be executed.58,62,66,78,88,90,95,100,133

As aforementioned, deploying a real cloud system for testing purposes is a very expensive and complex process. Therefore, the

majority of the strategies are evaluated and implemented based on simulation tools while considering real-world cloud parame-

ters.20,30,32,35,36,40,59-61,63,64,72,73,75,77,83,85,109,121,122,129 Simulation offers many advantages, such as re-producibility, cost-effectiveness and flexibility.134

Indeed, it enables the management of setup settings as well as the design of test scenarios that can be repeated several times. CloudSim135 is

the most popular simulation tool as it can be extended based on the requirements of the implemented strategy. While some other strategies are

simulated using programming languages like Matlab and Java.

4.6 Summary of reviewed strategies

We summarize our review of data replication strategies in Tables 2 and 3 for single cloud strategies, whereas Table 4 is dedicated for interconnected

cloud strategies. These tables depict some characteristics of the strategies, including: the decision entity (centralized (C) or decentralized (Dec)), the

type of the strategy (static (S) or dynamic (D)), the periodicity, the bias towards the tenant or the provider, the addressed replication issues, the QoS

metrics to satisfy, the cost consideration, the data correlation consideration and the evaluation method. The ‘+’ symbol indicates that the strategy

considers the concerned characteristic, whereas the ‘-’ sign indicates that the strategy does not. Finally, ‘Unspecified’ indicates that the strategy

does not mention that characteristic.

5 PERFORMANCE ANALYSIS

We compare the performance of seven of the single cloud as well as four of the interconnected clouds replication strategies. These strategies include

some of the data correlations aware strategies. For this performance evaluation, we dealt with a simulation since it allows us to directly control var-

ious parameters in order to understand their individual impact on performance such as the tenants’ tasks number, data distribution and hardware

configuration variation. Furthermore, simulation makes it possible to set up test scenarios that can be repeated, especially when comparing numer-

ous data replication strategies. Indeed, we use CloudSim,135 the well-known open source cloud computing simulation tool. We extend CloudSim to

support data replication as well as detailed network architecture.

The strategies are evaluated according to their satisfaction of QoS parameters as well as their storage and network resources consumption.

Indeed, we measure the following metrics: (i) the average response time, (ii) the number of SLA violations, (iii) the number of replicas, (iv) the storage

usage, and (v) the effective network usage. These metrics are measured considering the variation of both the number of deployed DCs and the

number of executed tasks.

Please note that for resource characteristics, we based on Reference 136 to realistically model a typical cloud environment. Economic concepts

are also taken into account. As an example, a monetary pricing is defined for each resource in accordance with Google Cloud, AWS and Microsoft

Azure prices. Regarding the number of repeated experiments, we proceeded with ten experiments for each measure and then average the results.

In the following figures depicting obtained results, each histogram is composed of as many bars as compared strategies. Each bar is associated

with a given strategy in the order of the strategies names given in each figure.

5.1 Single cloud strategies evaluation

We evaluate the performance of single cloud strategies, namely CDRM,60 MORM,59 Boru et al. strategy,61 PEPR,64 RSPC,20 RCPP,39 and CEMR.30

This evaluation is performed while fixing the number of deployed data centers (DCs) and varying the number of the tenants’ tasks. Table 5 indicates

the used parameters to simulate a single cloud system distributed on a single geographic region and owned by a single provider.
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TA B L E 5 Configuration of the simulation parameters for single cloud strategies.

Parameter Value

Number of DCs 5

Number of VMs at each DC 8

Number of tasks Between 1000 and 5000

Task length Between 100 and 700 MI

Number of data sets 200

Data set size Between 300 MB and 2 GB

VM processing capability 1000 MIPS

VM number of CPU 2

VM RAM 4 GB

VM storage capacity 5 GB

Inter-DCs bandwidth (resp. delay) 5 GB/s (resp. 50 ms)

Intra-DCs bandwidth (resp. delay) 0.5 GB/s (resp. 25 ms)

Response time service level objective 180 ms

5.1.1 Average response time and SLA violations

Figure 4 indicates the impact of varying the number of tasks on both the average response time and the amount of SLA violations. As a static repli-

cation strategy, MORM is not able to adapt to the cloud workload. Therefore, it generates the highest average response time value. In contrast,

CDRM, Boru et al. strategy, PEPR, RSPC, RCPP, and CEMR are dynamic strategies. Indeed, they achieve lower values of response time and SLA vio-

lations compared to the MORM strategy. The CDRM strategy creates replicas to reduce the blocking probability of the system, whereas the Boru

et al. strategy creates replicas based on network conditions. Hence, the response time values of both strategies are reduced. On the other hand,

PEPR, RSPC, RCPP, and CEMR use predefined response time thresholds to identify SLA violations and then replicate the data that are related to

them. Indeed, their SLA violation values are reduced by around 1%, 4%, 8%, and 18% compared to the Boru et al. strategy, respectively. Focusing

on correlation-aware strategies, namely RCPP and CEMR, they achieve better results by up to 16% in response time and 12% in SLA violations on

average compared to strategies that replicate independent data.

5.1.2 Replicas number and storage usage

Figure 5 illustrates the connection between the number of replicas and the percentage of storage usage. The process of replica creation increases in

accordance with the number of tasks, which leads to higher storage usage percentages across all the compared strategies. The Boru et al. strategy

and the MORM strategy generate a high number of replicas with the aim of reducing access time while considering energy consumption. On its

side, CDRM tries to minimize the number of deployed replicas in a manner that satisfies the availability requirements. Indeed, the values of the

storage usage by MORM and CDRM are lower by around 3% and 15% compared to the Boru et al. strategy, respectively. SLA-aware strategies such

as PEPR and RSPC are initiated based on SLA violations. Hence, the replication process is triggered less, resulting in lower storage usage. RCPP and

CEMR attain the lowest values compared to the other strategies, since they consider periodic replica creation. Furthermore, they include replica

adjustment procedures, which enable them to eliminate useless replicas from the system.

5.1.3 Effective network usage

Figure 6 illustrates the relationship between the ENU value and the number of data accesses with regard to the network architecture. In order to

achieve load balancing, the MORM method inserts replicas in the cloud system in a random distribution, whereas the CDRM strategy sets replicas

in the cloud system within virtual machines (VMs) that have a low blocking probability. When deciding where to place replicas, the strategies of

Boru et al., PEPR, and RSPC all take into account the current state of the network. PEPR and RSPC both place replicas on high-bandwidth VMs that

are located in the same geographic region as the VM that triggered the replication. While CEMR and RCPP allocate the correlated replicas to the

execution resources that have the highest request for them.

 15320634, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cpe.7758 by U

niversité D
e T

oulouse 3, W
iley O

nline L
ibrary on [16/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



26 of 35 HAMROUNI ET AL.

(A) (B)

F I G U R E 4 Results of (A) average response time (B) SLA violations.

(A) (B)

F I G U R E 5 Results of (A) number of replicas (B) storage usage percentage.

(A) (B)

F I G U R E 6 Results of (A) effective network usage (B) percentage of data accesses.
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TA B L E 6 Configuration of the simulation parameters for interconnected clouds strategies.

Parameter Value

Number of cloud provider 3

Number of regions 3

Number of DCs per provider Between 2 and 5 DCs

Number of VMs within a DC 8

Number of submitted task Between 1000 and 10,000 tasks

Task size Between 200 and 1000 MI

Number of data 200

Data size Between 300 Mb and 1 Gb

Inter-region BW (resp. delay) 500 MB/s (resp. 150 ms )

Intra-region BW (resp. delay) 1 GB/ s (resp. 50 ms)

Intra-DC BW (resp. delay) 8 GB/ s (resp. 10 ms)

VM processing capability 1500 MIPS

VM number of CPU 2

VM RAM 4 GB

VM storage capacity 8 GB

Response time service level objective 180 ms

Given the replica placement criteria aforementioned for each strategy, the number of remote data accesses produced by MORM is much

higher than those produced by other strategies, increasing the values of ENU. In contrast, the values of remote data accesses produced by Boru

et al. strategy, PEPR, RSPC, RCPP, and CEMR are lower. Indeed, these strategies outperform the MORM strategy in terms of ENU by around 2%,

3%, 4%, 10%, and 14%, respectively. As a result, the probability of accessing the required data by the users’ tasks locally increases as indicated in

Figure 6B.

5.2 Interconnected clouds strategies evaluation

We evaluate the performance of interconnected clouds strategies, namely Xie et al. strategy,35 Mansouri et al. strategy,73 PDRPMR,75 and DCRF.40

This evaluation is performed while varying the number of deployed data centers (DCs) and the number of tenants’ tasks. Table 6 illustrates the used

parameters to simulate an interconnected cloud system distributed among three geographic regions and formed by three cloud providers.

5.2.1 Average response time and SLA violations

Figure 7 illustrates the results of average response time when varying both the number of tasks and the number of DCs. As the number of tasks

increases, the response times of the strategies being compared also increase. When compared to the other strategies, Mansouri et al. strategy has

the highest average response time value. This strategy replicates independent data periodically based on latency threshold, which results in the

creation of few replicas. On the contrary, PDRPMR produces a large number of replicas, which allows it to reduce the response time value by up to

2% compared to Mansouri et al. strategy. This is because PDRPMR relies on up to two copies of the requested data in order to increase availability

and reliability. As for the correlation-based strategies such as Xie et al. and DCRF, they record lower response times values, as both strategies rely

on periodical analysis of the access history in order to replicate the frequently required data by the users’ tasks.

Considering the impact of the DCs number on strategies performances, the task response times for the compared strategies decrease as the

number of DCs rises. Mansouri et al. strategy continues to register the highest value. Whereas Xie et al. strategy, PDRPMR, and DCRF retain the

lowest values by approximately 1.3%, 2%, and 6% on average when compared to the Mansouri et al. strategy, respectively.

The results of the amount of SLA violations while varying the number of executed tasks and the number of deployed DCs are indicated in

Figure 8. The SLA violation values are proportional to the average response time values. When varying the tasks number, the correlation aware

strategies generate lower violations amount than Mansouri et al. strategy. We then record a gain of approximately 3% for Xie et al. strategy and 17%
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(A) (B)

F I G U R E 7 Results of average response time (in ms) (A) while varying the tasks number (B) while varying the DCs number.

(A) (B)

F I G U R E 8 Results of the amount of SLA violations in terms of response time (A) while varying the tasks number (B) while varying the DCs
number.

for DCRF. Unlike the other strategies, the DCRF strategy is initiated based on a response time threshold, allowing the strategy to capture violating

tasks and replicate their correlated required data to prevent SLA violations.

When varying the number of DCs, the performance of the strategies is quite similar to the results of average response time. Correlation aware

strategies register lower SLA violation values by around 2.3% for Xie et al., and 10% for DCRF, compared to the independent data replication

strategies.

5.2.2 Storage usage and number of replicas

Figure 9 depicts the relationship between storage usage and the number of replicas for the various compared strategies, while varying the number

of tasks and DCs. The increase in the number of replicas is proportional to the increase in the number of executed tasks. This results in an increase in

the storage usage percentage for all the strategies. The strategy PDRPMR records the highest replicas number and storage usage values by around

2%, 4%, and 6% compared to Xie et al., Mansouri et al., and DCRF strategies, respectively. Although DCRF performs a data group based replication,

it maintains a balanced storage usage thanks to the used replica removal procedure. On the contrary, the strategies of Xie et al., Mansouri et al., and

PDRPMR do not delete unnecessary replicas, which explains their high values of storage usage percentage.

Additional storage capacity for replicas is made available as the number of DCs increases. Both Xie et al. and Mansouri et al. strategies provide

high values for the number of replicas, which in turn increases the percentage of storage usage. These strategies create replicas according to data

latency requirements, as the delay increases with the increase in the number of DCs and data dispersion across them.

5.2.3 Effective network usage

Figure 10 shows the connection between ENU value and data accesses in respect to network architecture. The PDRPMR assigns the primary repli-

cas to the provider’s VMs that have a lower cost, while the second replicas are assigned to the VMs of a different provider that provides the least
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(A) (B)

F I G U R E 9 Results of the storage usage percentage and the number of replicas (A) while varying the tasks number (B) while varying the DCs
number.

(A) (B)

F I G U R E 10 Results of (A) effective network usage while varying the tasks number (B) average percentage of data accesses with respect to

the network topology during tasks execution.

data recovery time. This mapping increases both the frequency of remote data access and bandwidth usage among the interconnected cloud sys-

tems. Therefore, PDRPMR generates the highest ENU value. The other strategies initiate replication considering access latency and response time.

Indeed, they focus on reducing the rate of data transfer across the network, which reduces their ENU values. Furthermore, DCRF considers the

structure of the network, allowing it to achieve lower ENU values. The correlation aware strategies record a decrease in ENU values when the num-

ber of tasks increases, since they can make better use of data correlation. Figure 10B shows how correlation aware strategies, namely Xie et al.

strategy and DCRF, produce the larger number of local data accesses (up to around 22%). Moreover, they also offer the fewest remote data accesses

(up to around 10%) during task execution compared to independent data-based strategies. Indeed, these strategies focus on increasing data locality

by placing the frequently and jointly accessed data by the users’ tasks in the same locations.

6 CHALLENGES AND FUTURE RESEARCH DIRECTIONS

Although a high number of data replication strategies dedicated to cloud systems are proposed in the literature while taking into consideration

several aspects and objectives to be reached, there are still several challenges in this field. To guide researchers to further advance, we present the

following challenges and future directions:

• Interconnected clouds and emergent systems: Interconnected clouds are typically composed by different providers cooperating and inter-

connecting their resources. The advantages of relying on interconnected clouds, which translate into the availability of resources and their
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geographical distribution as well as the optimization of costs, encourage their adoption. This therefore resulted in the development of vari-

ous resource management techniques adapted to the characteristics of interconnected clouds.137-139 The number of data replication strategies

dedicated to interconnected clouds is however limited. Hence, the need to develop strategies that exploit their advantages and adapt to their

characteristics arises. This can benefit from the recent effort of researchers focusing on the development of various resource management

techniques for the cloud coupled with emerging systems (such as fog and edge computing).140-142 This allows facing propagation delays, band-

width and energy consumption of traditional cloud systems, which tend to host all the applications and data in cloud servers.143 In this situation,

when designing data replication strategies for interconnected clouds, how to consider simultaneously different optimization goals of different

providers while ensuring their collaboration with respect to the target system—traditional or emergent or involving both—is still a challenging

research issue.

• Cost and QoS trade-off: data replication strategies in cloud systems require a trade-off between cost optimization and the fulfillment of QoS

requirements. Most of the strategies consider one or more QoS metrics along with cost. However, strategies considering the economic aspects of

the cloud and monetary cost are yet few. Efforts should be made in this direction. For example, developing models to estimate the monetary cost

associated with replicas management, considering the perspective of the providers or the users should be investigated. Considering the context

of interconnected clouds, a variety of economic issues are promising for exploitation, including (i) the economic competition among cloud service

providers and their aims to increase profits,139 (ii) the reduction of costs for the consumer in the presence of numerous providers. In this context,

how to find the balance point is an interesting research challenge.

• Developing correlation-aware strategies: Exploiting the knowledge about the stored data on the cloud that can be extracted from the access his-

tory and data attributes holds great promise. Most of the data correlation-aware strategies rely on access correlations extracted from the access

history. However, new proposals should also rely on semantic correlations or both access and semantic correlations to improve QoS. Another

promising practice for leveraging data correlations is to profile the cloud users in accordance with their QoS requirements.144 In this regard,

access correlations and analyzing user feedback is a promising direction to improve the prediction accuracy of the users’ demands and required

QoS.

• Self-adaptive replication strategies: Self-adaptive replication strategies can be more effective and elastic in dealing with the dynamic nature

of cloud environments. In this regard, artificial intelligence and machine learning algorithms are appropriate tools for data replication strate-

gies to rely on Reference 42. This is also highlighted in Reference 143 where the application of machine learning techniques for orchestration

of containers in cloud systems is proved to be a key solution for further improving the quality of decisions related to resource provisioning in

response to the changing workloads under complex environments. Indeed, as suggested by authors in Reference 48, containers have the flexible

ability to provide services with isolated functions and quick start and stop operations. Consequently, integrating containers aiming at an adaptive

management of resources is an interesting issue for improving scheduling performance.

• Energy consumption: Energy consumption remains an open issue in cloud computing, despite the interest of data replication researchers in

addressing it by relying on several factors, such as reducing network usage and data transfer, as well as managing storage resource usage.

Nevertheless, the problem of providing estimation models to assess energy waste or actual energy consumption remains a challenging future

research.

• Dealing with various data concerns:

– Data consistency: For read and write data, consistency is a major issue.81 The CAP (consistency, availability, partitioning) theorem is considered

by the majority of cloud storage systems.145 However, replication strategies seldom address consistency. Even the handful that handles it

struggle to fulfill QoS requirements, mainly performance requirements, and have scaling concerns as well. Efforts should thus be increased in

this area.

– Data privacy: Data stored in the cloud may require a significant level of privacy, such as health-care applications’ data.146 The effort to maintain

data privacy made by data replication strategies, such as considering it as an SLO, is still insufficient, leaving data privacy an open issue.

– Data security: Security is one of the major challenges still facing cloud management techniques,147 including data replication. Indeed, there

are relatively few strategies focused on data security issues. This encourages further investigations.

• Evaluation and implementation: The majority of data replication strategies’ implementations are evaluated based on simulation and numeri-

cal analysis. In this regard, the strategies consider practical and realistic scenarios based on real-world traces. Only a few strategies consider

real-world implementations. However, they face limited scenarios and evaluation measures. For more accurate and reliable evaluations, replica-

tion strategies should consider real implementations while diversifying the scenarios and evaluation metrics. In addition, setting up a common

evaluation platform not only for evaluation but also for meaningful comparisons is required as future work in order to offer a thorough analysis

of the proposed strategies.
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7 SUMMARY AND CONCLUSION

In this survey, we reviewed data replication strategies in cloud systems. We started by reviewing the existing reviews and surveys and presenting

the main existing classifications of data replications strategies in the cloud. Unlike the existing surveys that focus on the nature of the strategies

and divide them into static and dynamic ones, we introduced a new classification that divided the strategies into those designed for a single cloud

system and others designed for interconnected clouds. In this regard, we defined the main cloud interconnection scenarios, namely, multi-clouds

and federated clouds.

Furthermore, we highlight the importance of considering data correlations during the replication process, as correlation-aware strategies have

been ignored by existing surveys. In this regard, we defined the types of data correlations, including semantic and access correlations. We also

presented a detailed guide explaining the key steps on which these strategies depend and how the knowledge about data correlations is employed

during the replication process. Furthermore, we reviewed these strategies while taking into account the used method to extract data correlations.

Moreover, the survey discussed the following main points: (i) the replication issues the strategies tackled, (ii) the orientation of the strategies

towards the provider and the consumer, (iii) the SLA and QoS metrics they considered, (iv) the cost and economic aspects of the cloud they dealt

with, and (v) the evaluation tool they used.

We also carried out a performance analysis based on extensive simulations to investigate how single and interconnected cloud strategies deal

with the trade-off between the satisfaction of QoS and cost. Therefore, we evaluated various strategies based on five evaluation metrics while

varying the number of deployed data centers and the number of executed tasks. According to the simulation findings, most of the strategies designed

for the single cloud focus on meeting the QoS requirements while neglecting the financial cost associated with replication. On the other hand,

only a few of the interconnected strategies are concerned with the financial cost. This is performed by taking advantage of the resources of other

providers and the price difference between them. Obtained results also indicate that strategies relying on economic models outperform the ones

relying on cost models. Furthermore, data correlation-aware strategies outperform the other strategies in satisfying the QoS requirements. Since

these strategies replicate groups of correlated data, they need additional procedures such as removing useless replicas to keep costs down. These

strategies also succeed in reducing network usage through the co-localization of the correlated replicas.

Finally, several future research directions are discussed in order to improve the performances of replication strategies for both single and

interconnected clouds as well as emerging computing systems. This has to be performed while establishing a trade-off between cost and QoS. In

addition, several important aspects like energy consumption, data consistency, privacy, and security should be taken into consideration. An in-depth

investigation of how to take further advantage for data correlations, while facing the overhead of correlation mining, especially in a realistic cloud

environment where Thousands of Terabytes of data are available, constitutes a challenging issue. Designing and implementing new evaluation

platforms of replication strategies is also required in order to offer a thorough analysis as well as a comparison under the same configuration.
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